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GOVBlWllmlrl' :&:e:'VENUE·E.XPENDITtJRB CAtJSALl'."l"Y ANn CO"INTE.GRATI.O:Ns 
EVIDENCE FOR lWIlIJ!J)OS. 

Abstract: This paper tests Barbadian data on government revenues 
and expenditures for Granger causality. The methodology 

employed is to test for cointegration before formulating 
the error corre.ction models (augmented vector 

a.utoregression) used to test for causality. The results 

show that revenue and expenditure are cointegrated and 
that unidirec.:ional causality exists from revenue to 

expenditu:re~ A trivariate model that included inflation 

found evidence of a bi·direceional causal relationship. 

Keywords: cointegration, error corractionmodel; Granger· 
causality. 

IstrQdugtioB 

This paper uses an error"correction model to test for causation 
between governmenc revenues and expenditure in Barbados. It is 
argued that the Engle and Granger (1987) framework provides a mare 
general test: for causality than the standard Granger test [see 

Granger (1969)~ Guilkey and Sal~ {1982) and Geweke, Meese and 

Dent (1983) 1, since the Ustandard test ll equation is misspecified if 

the variables in the relationship of interest are cointegrated. 1 

The approach adopted thus requires a test for cointegratian prior 
to the for.nulation of the causality-testing equations. Our results 

indicate that, for the bivariate case, government revenues cause 
expenditure, and thac in a trivariate system including inflation, 
there is evidence of feedback from expenditure to revenue. 

There is no general theoretical consensus on the causa~ relation 
between. expenditures and revenue. The debate dates back to 
wagner's "Law of Expanding State Activityll · .... hich recognised the 
importance of revenue as a constraint on government expenditure, 
and the Peacock-Wiseman udisplacement effect U which suggested that 



expenditures lead revenues. Friedman (1982) scates that 
H increasing taxes would mean that you 1 d have just as large a. 
deficit but at a higher level of goverrunenc spending II • Barro 
{~974l t i?n the other hand argued, t.hat increased taxes are the 

outcomes of higher levels of fiscal expenditures. so that causality 
runs from expenditure to revenue with no feedback~ 

This lack of a theoretical. consensus has led to a number of 
empirical studies using both aevaJ.oped and developing countries 
data [see Ram (~9S8}t Anderson, Wallace and Warner (1986)t Miller 
and Russek (1991), Shibata and Kimura (1986)]. The philosophical 
foundations of Granger's definition of causality has also been 

qUestioned (see Zellner (1979)1 Geweke (1984), Jacobs, Leamer and 

Ward (1979} 1 and Hoover (1990) j, while issues relating to the 
sensitivity of the test results to lag length selection and 

detrending have been discussed {Thornton and Batten (19a~)1 

~akhaeizadah (1987), Craigwell and Leon (1990)). 

Causality between revenues and expenditure has potential 
implications for policies aimed at controlling the growth of, the 
fiscal gap. In 1987 and 1988, the Barbadian fiscal authorities 

instituted a number of new taxation measures aimed at recovering 
'lost l revenues to close a widening fiscal deficit {see Craigwell 
and Rock (198B}, and Howard (1986»). An implicit assumption of 
that policy stance was that higher revenues would lead 
unambiguously to lower deficits. given a predetermined level of 
governmenc spending. If revenues lead to higher expenditures, the 
anticipated reduction in the fiscal deficit may not be realised~ 
If revenues are caused by spending and not vice versa, increasing 

revenues will not lead to higher expenditures. and could be seen as 
a potential strategy for reducing the fiscal deficit. If revenues 

and expenditures cause each other! a policy aimed at 
revenUeS could have limited SUccess in addressing the 
the concomitant increase in expenditures is ignored. 

incrf. '::.sing 

defici.t if 
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An empirically determined causal relation is examined for data 

covering the period 1946-1.992. Section:>. outlines the tests of 

causality with and without cointegration, while the results are 
discussed in section 3. 

section 4. 

A concluding summary is provided in 

2. causality and Cointeqratign 

A Granger causality test examines whether past changes in one 
variable {X} help to predict current changes in another variable 
(Y} after controlling for the effect of past changes in Y. To 

conduct the test, a relevant information set must be defined. 

variables need to be stationary and the number of past changes of 
X and Y need to be determined. Thus :for two I (1) (non-stationary) 
variables, requiring first differencing to achieve stationarity, 
the Granger causal test is based on the regression: 

(1) 

X is said to not Granger-cause Y if the 0jS, based on the standard 

F-test l are jointly insignificant. For the same equation, but with 

~t on the left side, Y Granger-causes X if the PjS are jointly 
significant. Therefore, by considering both regressions (iJ..Y and .AX 

as functions of lagged changes in AY and 4X), it is possible to 
find that: 

la) Y causes XI but X does not cause Y; 
Ib) y and X cause each other; 

Ie) X causes Y, but Y does not cause X; and 

(d) X does not cause Y and Y does not cause X. 

Sngle and Granger (1987) showed that when a sec of variables are 
cointa-grated there must be causati.on in at: least one direction, and 



an Error Correction Representation exists with current changes in 
each variab~e explain~d by lagged changes in all the variables and 

the lagged equilibrium relationships among the variables~ For the 
bivariate case, we have 

,-, '_I 
AY, a + E8,AY,., + 

j=ol 
(2) ~ ')'jAX. .. j ~ ~UI'" ,-I 

where 
and Xt • 

is the equilibrium relationship between Yt 

Therefore, . when two series are cointegrated, the standard causal 
test equation {Bqn l) is misspecified in that it omits the variable 
Ut _k. In particular. a significant t/J will now imply a Granger 

causal effect from x to Y I even if the 'YjS are insignificantly 
different from zero. Further, X does not cause Y, and Y does not 

cause X, is not a feasible possibility if X and Y are cointegrated~ 

3. Empirigal Resu1ts 

Our analysis employed annual data for the period 1946-1992 using 
government revenues and expenditures in Barbados. 2 All variables 
are in logari t.hros and have been deflated by the price index. 
Before conducting the causal tests, each variable is tested for 
non-stationarity. Cointcgration tests are then performed for the 
relevant variables of interest~ We consider both bivariate and 
trivariate information sets and fix the number of lagged changes 
considered in the regression.] 

properties of the data, correlograms 
FullerII' tests (Dickey and Fuller 

In examining the temporal 
and regression based RDickey
(1979, 19a~) 1 were used to 

determine whether each series is stationary. A rej ectio!l of 
.stationarity of the series in level form requires the first 
difference of that series to be tested for stationarity. If the 
first difference is stationarY it is said to be 1(0) and this 
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implies that the level series is integrated of order one, I{~}. 

The Dickey-Fuller tests are performed within the regression 
frame.work 

(3) 

The tests for stationarity is based on the significance of p, where 
the hypothesis p=O implies that Y is non-stationary and p<O implies 
Y is stationary. Zero restrictions on a and ~ depend on whether 
the process posited to be generating the data has a non-zero mean 
or a time trend. The m lagged dependent variables are included to 

ensure the residuals are not auto~correlated; m ... O defines the 
Dickey-fuller test while rr¢o is called the Augmented Dickey-Fuller 

test. 

Table 1 below reports the results for the variab~es of interest. 
[Tab1e 1 herel 

The results show that the logarithm of the level of each series is 
non-stationary [I(ll), but that the change in the logarithms are 
stationary [ICO)]. 

The existence of a long run relationship is baaed on the principle 
of coint.egration# A linear combination of non~stationary variables 
will, in general, be non-stationary. If a particular linear 
combination of these non-stationary variables is stationary the set 
of variables is said to be cointegrated. The cointegrating vector 
describes the tendency of the set Qf variables to move towards an 
e~Jilibrium. FOh example. in the two variable case, the 
co integrated variables do not diverge from other, {they tend to 
move together}. In the bivariate case, the test for cointegration 
is conducted by testing the residuals from the static regression 

(4) 

for seationarity. 



I 

The testing procedure is the Dickey-Fuller test. outlined above, but 
with different critical values to account for the fact that the 
residuals have to be estimated. 

-
I 

I 

Dependant I 
variable con:t:an ! LRa: 

I 

= -0.11 
LRGR 0.11. 0.962 

= {).O7 
LRGR ~0.()5 

foote O! 
statiCR~I_ 

CQaffic:.i611ts 

LRT% I La"" R' 

1.{l26 .:197 
,987 

],.067 .975 
.5:14 .975 .. 

DW 
I 

1_l.S 
1.1.7 
0.81 
0.80 I 

NOTB~ The estimated regressions are T ~ a + ax + € and x 
y '" {LRCX:, LR.TX} and x ... {LRGR}. 

... Significant at 5 per cent level 

DF ADF(2) 

-t,..71- -4.25-
-4.66* ·4.27* 
~4.21- -3.27 
-3.95- ~3.06 

1+PY ... Ufor 

Table 2 reports ordinary least squares est.irrates of the 
cointegrating regressions for both total and current expenditures 
and revenue. The hypothesis that real current: expenditure and 1:eal 
revenue a1:e cointegrated cannot be rej ected. The evidence for real 

total expenditure is tenuous: the hypothesis of no rejection is nat 
rejected for the AD? statistic. 4 Since our interest relates to the 
implications of cointegration in causality tests, the results below 
focus on the relationship between current expenditure a~d revenue. 

Table 3 

It It f th Cuusal" 1 t • "'" •• ~~ .~ 

Dwerd"'ht: VllI"il;lbtc: -----l RtlgrCMOl"t I . J UlIU:X OU!G:R . ~ ~ .. ~ 
_. -T= 

1 Cor.sthnt .03 (1.49) .OS (2.42) .04 tZ.27l .OJ 0,94) .03 (1,78) 

\ 
.03 {t.75} 

DlPCX<~1) •• 22 (1,25) '.64 <3.20) -.60 (2,98) -.09' (1).66) .,(J.!j. (.28) -,Q3 (.14) 
1l1l!CX('ZJ ',04 (0.2:4) -.S7 (Z.5-9} ".52 (2.35} .22 (1.(>0) .ZS <t.40) .31 (1.S9) 
lllltClH·ll .~S (1.1;t) .57 (2.59) .5S (2.47) .11 (0.62) .08 (.J?} .05 (,un 
tll .. IICl1.(-ID .29 (1 .. Z9) .6S !2.91) , .. 3 (2.75) .OJ (o.un '.07 (.c:n ",03 (.15) 
!!01('3) '.63 (3.41) ,os (.39) 
kil.OI"(-:n .78 t~.13) ·.14 (.W) 

f(2,39)"'t.49 F(2.3a)"6 • .3~ HZ,38l:::S.n* 1'(2,391"1,6.5 H2,:S:(l':=1.59 :(2,36)=1.18 

" .0& .lO .27 .10 ." .11 

" .9S .08S • '86 .075 .076 .07 -
JlGl'E: ECM is th. residual from the Stat i.e regl"e!;;sion of expenditurll on reVIlrl4e 1J{)d ltl;;CM iii the re$it;lual of the reverse 

regressiim Q'f ravenue on eXPMMliture. 

.. !>i!ll'lifl~ lit 50 per Cl!l"If level 
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Table 3 displays the results of the causality tests for the 

logarithm of 

{LRGRl. The 

real current expendi ture 
results show the need 

(Ll(.CX) and real revenue 

to exercise caution in 

interpreting causality tests when the variables are cointegrate.d. 
Without the cointegrating residual~ neither variable causes each 

ather. When th.e standard testing equation inCludes the error 
correction term. revenue is found to Granger cause current 

expenditure; current expenditure does not cause Grange::::- -cause 

revenue at the 5 percent level. 

The above exclusion F - tests examine the dynamic response between 

real current expenditure and revenue but exclude the long-run 
causal relationship imp~ied by the cointegrat.ing vector. Alexander 
{19931 argues that the inclusion of the 
exclusion test could distort the 

coint:egrating vector in the 
results because of the 

significance of the error correction term. Taylor and Tonks (1989) 
include the long~run relationship by estimating unrestricted auto

regressions: 

~l t.·t 

liZ, ~ " + I:8AY'; + I:71AXH + fJ,Y,. + fj,X ... + "for Z ~ {Y<, :X;} 
. i"'l j=l 

(5) 

The test for Granger causality from X to Y involved testing the 

joint significance for {l2 and the ",(jS: (i.e. the significance of 
lagged x and lagged changes in X1. This: formulation (Eqn (S}) has 
an I{o) left hand si~e variable and two right hand side levels (Yt-k 

and Xt~k} that are I(l}s. ucless (P1Yt-k + P2Xt-k) is 1(0), tt will 
be 1(1). Further, the implicit long-run relationship recovered 
from Eqn~ (5} rray not be the sa.me as that. est.imated from. the static 
long~run regression {Eqn. (4»). The crux of the problem is that 

the parameters of interest. include (:12. and (12 can .be writ.ten as a 
co-efficient on a stationary variable only if Y and X are 
cointegrated, If not, non-standard distribution theory applies . 

(see Stock and Watson (19SS}). 



Table 4 • Resu~tB of the unrestr1cted Auto~regressions 

D epenaent Var iab les 

i Reg;ressors DLRCX DLRGR 
, 

I Constant -,03 (0,90) .06 12.07) 
DLRCX ( ·1) -.65 (3.25) -.06 CO .36) 
DLRCX (-2) •• 60 (2.69) .25 (1.26) 

DLRGR ( '1) .55 (2.49) .05 (0,26) 
DLRGR (-2) .64 (2.S8) •. 02 10.OS) 
LRCX (- 3) •. S4 13.47) .07 (0.30) 
LRGR ( • 3) .8' (3.39) -.09 (0.42) 
R2 .ns .162 

I SE 
! 

.084 .074 
.F(3,37) 4.98* 1.00 Ii 

* Significant at 5 per cent 

(DLRCX] recovers the The resul t for 

restricted ECM 

the expenditure equation 

est.imates of Table :). Revenue Granger causes 
expenditure and expenditure does not cause revenue. All Ilerror 
correction- equations satisfy serial independence, 
homoscedasticity, normality and correct functional form 

assumptions. However r the percentage of the variation in the 

dependent variable that is explained is low in each case, 
indicating the need possibly to extend the information set~ 

For a trivariate system. we consider potential inflation effects on 
real expendit.ure and revenue. The inflation variable could be 

justified as a "money illusion l1 effect if government perceives an 
increase in nominal revenue as an increase in real revenue. TLis 

may be due to the different short-run effects of inflation on t~e 
components of revenue and expenditure. Alternatively, if inflati:::n 
is unanticipated. real expenditure may fall through involuntary 
saving {peaton (1977}). Since inflation is I (O}, there will be 

only one cointegrating vector. -rhe :J:esults. for this trivariate 

system,S shown in Table 5, indicate that expenditure is caused by 

both revenue and inflation, revenue is caused by both inflation and 
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expenditu:J:e, and inflation in not caused by revenue but is caused 

by expenditure. 6 The significance of the second lag of expenditure 
in the revenue equation and that of the first lag of expenditure in 
the inflation equation suggest that expenditure causes inflation 
which in turn causes revenue. This causal link may help explain 
why in the bivariate system expenditure has, at best. a weak causal 
influence on revenue. 7 

The above findings do not therefore provide unambiguous support for 
increasing revenues to reduce the deficit. The result that 
revenues cause expenditures with possible weak feedback suggests 
that increased taxation is unlikely to reduce the deficit. 
Expenditure restraint or reform seems to be a more successful 

strategy. 

4 ~ Conclusion 

This paper investigates the causal relationship between real 
revenues and real expenditure for Barbados during the period ~946~ 

1992. It argues that it is necessary to test for cointegration 

before employing the vector autoregression test for causation since 
the "ector autoregression is misspecified if the variables are 
cointegrated. The results show that real current expenditure and 
revenues are cointegrated and that revenues Granger cause 
expenditure. A trivariate system that included inflation shows 
causation from inflation and revenues to expenditure, froro 
expenditure to inflation, and from inflation and expenditure to 

revenue~ 

The bivariate results indicate that revenue increasing measures arE 
unlikely to reduce the deficit. Even in the trivariate system, 
where some evidence of feedback from expenditure to revenue exists! 
the dominant causa.l relationship seems to be from revenue tc 

expenditure. .An implication. of this result is that expenditurf 
control may be a more successful strategy .for reducing the f~sca: 

deficit. 
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Cointegration is a technique that allows estimation and 
inference to be possible when economic variables display non~ 
constancy in their mean and variance. 

Data are from the Central Ban!< of Barbados. 
constant 1974 dollars. 

GDP is in 

The alternative of a flexible lag structure is explained in 
Haaio (~9S1). 

This result is supported by ti'..e Johansen- (198B) test which 
indicated one cointegrated vector for LRCX and LRGR hut could 
not rej act the null of zero cOintegrating vectors for IiRTX and 
LRGR. The estimated co-efficient vector for the cOintegrating 
regression is almost identical to the OLS estimates. 

The reported results are for a trivariate system with one 
eoince-grating vector relating expenditure to revenue. The 
alternative of treating inflation as an exogenous variable in 
a generali.sed vector autoregression yields the same causal 
relationship above. T~e essential difference is that 
inflation rather than changes in inflation enter the bivariate 
generalised vector autoregression. 

The second lag on expenditure is significant, indicating a 
weak feedback effect from expenditure to revenue. 

The trivariate system with real expenditure, rcal revenues and 
real income yielded one cointegrating vector (l.!sing the 
Johansen procedure) with a co-efficient on real income that 
CQuld not be rejected as equal to zero. The trivariate error 
correction modelS yielded similar results to the bivariate 
case. Real income doee not Granger cause either expenditu~e 
(F{Z,36) "'" 0.06], or revenue [F{2,36) = 0.03J. In facti the 
bivariate systems of expenditure-income and revenue-income a:-e 
not cointegrated_ 
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